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Abstract    -In this paper an algorithm of Advanced 
Probabilistic Binary Decision Tree (APBDT) using SVM for 
solving large classification problems is introduced, APBDT-
SVM is tested in view of the size of the databases. APBDT-
SVM integrates Binary Decision Tree (BDT) and Probabilistic 
SVM for solving multiclass classification issues. Probabilistic 
SVM uses standard SVM’s output and sigmoid function to 
map the SVM output into probabilities. SVM’s output merges 
with a sigmoid function, enlarge speed in decision making 
when combined with Binary Decision Tree (BDT). PSVM use 
to estimate the probability of membership to each sub-groups. 
APBDT-SVM lead to a dramatic improvement in recognition 
speed when addressing problems with large number of classes.  
Here Performance is evaluated in terms of classification 
accuracy, training and testing time by using standard UCI 
Machine Learning Repositories. The proposed APBDT-SVM 
method better performs for classification accuracy and 
computation time when compared to the other multiclass 
classification method like OaO, OaA, BDT and DAG.    
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I. INTRODUCTION 
Support vector  machine (SVM) has become one of the most 
widely used  machine learning rules, specifically for classification 
[1] [3] which was invented by Vapnik [2]. SVM is classifiers 
which is originally designed for solving binary classification 
problem and the extension of  SVM to the multi-class problem is 
still an ongoing research issue [4]. The standard SVM multiclass 
approaches such as One-against-One (OaO), One-against-All 
(OaA) [5] or Directed Acyclic Graph (DAG) [6] have shown 
adequate result once separating the classes, but don’t take into 
consideration the structure and the distribution of data. To 
overcome this drawback an easy and intuitive approach came 
which is based on building a binary decision tree [12].     

On the basis of Binary Decision Tree and Probabilistic 
output of Support Vector Machine here present Advanced 
Probabilistic Binary Decision Tree (APBDT) using Support 
Vector Machine (SVM) as an original approach to the multi-class 
classification problem. This paper proposed Advanced 
Probabilistic Binary Decision Tree (APBDT) using SVM for 
solving large class problem. APBDT is an extension of 
Probabilistic Decision Tree [9]. Proposing  Advanced 
Probabilistic Binary Decision Tree can be used in large class 
problem and it perform better when increases the size of the 
database. Instead of\ using a simple SVM classifier in each node, 
here propose PSVM classifier to estimate the probability of 
membership to each sub-group in the node. APBDT-SVM takes 
both the advantage of both the highest classification accuracy of 
SVM and the efficient computation of the tree architecture. The 
structure of decision Tree is constructed by measuring the 

distance between the gravity centers of different classes, An 
automated graph is generated where at each node a binary-class 
PSVM is trained.   

For the readers’ convenience, introduce the SVM briefly 
in section II. A brief introduction about the several widely used 
multiclass methods to divide the k classes in to binary class is in 
section III. The structure of the Binary Decision Tree is 
constructed by dividing the classes into groups and its subgroups. 
The complete description about the construction of decision tree is 
described in section IV. APBDT-SVM is the integration of 
SVM’s output associate with sigmoid function, called 
Probabilistic SVM and Binary Decision Tree. Section V is a brief 
description about Probabilistic SVM. In section VI a brief 
description of APBDT-SVM methods and their algorithm is 
provided. Numerical experiments are explained in section VII 
which show that APBDT-SVM is suitable for practical use than 
other multiclass methods and it is also compatible for large class 
problem. section VIII gives a conclusion of the paper and future 
work.    

II. SUPPORT VECTOR MACHINE:
The support vector machine (SVM) is a training algorithm for 
performing classification rule from the data set. SVM trains the 
classifier to predict the class of the new Sample. SVM is based on 
the concept of hyperplane that defines the decision boundary. The 
points that form the decision boundary between the classes is 
called support vector treated as a parameter. The principle of 
SVM is minimizing the structural risk in high dimensional feature 
space, search an optimal discriminant hyperplane with low 
dimension that separates two classes in a training set. Suppose we 
have ݈ training set ሼሺݔଵ, ,ଵሻݕ ሺݔଶ, ,ଶሻݕ … . . ሺݔ௟,  ௜ܴ߳ௗݔ ௟ሻሽ Whereݕ
and ݕ௜߳ሺ൅1,െ1ሻ. Consider a hyperplane defined by ሺݓ, ܾሻ, where 
 is weight vector and ܾ is bias. The classification of new object ݓ
 :is done according to the decision function ݔ

݂ሺݔሻ ൌ .ݓሺ݊݃݅ݏ ݔ ൅ ܾሻ ൌ .௜ݔ௜݇ሺݕ௜ߙሺ෍݊݃݅ݏ	 ሻݔ ൅ ܾ

ே

௜

ሻ 

When feature space is nonlinear, then SVM maps nonlinear data 
into linear feature space by use of kernel functions and then find 
the optimal classification hyperplane in high dimensional feature 
space. Several kernel function that are used:  

- Linear:   ݇ሺݔ௜, ሻݔ ൌ  ௝ݔ௜்ݔ
- Polynomial:  ݇൫ݔ௜, ௝൯ݔ ൌ ሺݔߛ௜்ݔ௝ ൅  ሻௗݎ

- Gaussian  ݇൫ݔ௜, ௝൯ݔ ൌ expሺ
ିฮ௫೔ି௫ೕฮ

మ

ଶఙమ
ሻ 

- Sigmoid:  tanhሺݔߛ௜்ݔ௝ ൅  ሻݎ
In the APBDT - SVM approach we choose to use Gaussian 
kernel. These kernels have some attractive properties such as 
smoothness,  feasible convolution formulae, and Fourier 
transforms. One important application is the high order extension 
of exact and accurate calculations. Gaussian kernel has a 
parameter ߪଶ, That small value will lead to curved  hyper plans 
and high value will forced hyper plans to be straighter. 
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III. MULTICLASS CLASSIFICATION 
TECHNIQUE 

SVM are generally designed for binary classification problem. 
Many researchers extend SVM in Multiclass classification 
problem. There are different methods in multiclass classification 
that solve the multiclass problem in SVM by dividing k number of 
classes into several binary sub-classes. Numerous methods for 
multiclass classifications are: One-against-All (OaA), One-
against-One (OaO),  Directed Acyclic Graph (DAG), Binary 
Decision Tree (BDT).  
A. One against All (OaA): 
OaA [5] [11] construct N binary-class SVMs. The ith SVM are 
trained while ith class is labeled by 1 and rest sample are labeled 
by -1. In the testing phase, a test example is presented to all N 
SVMs and is labelled according to the maximum output among 
the N classifier. The disadvantage of this method is that its 
training and testing phase are usually very slow. 
B. One against One (OaO): 
It constructs all possible N(N-1)/2 two class classifiers. Each 
classifier is trained by using the sample of first class is labeled 1 
and sample of another class is labeled -1. To combine these 
classifiers a max-win algorithm is used. Each classifier casts one 
vote for its recommended class, and finally the class with the 
highest votes wins. This method, disadvantage is that, when the 
number of classes is large then OaO resulted slower testing 
because every test sample has been presented to the large number 
of N(N-1)/2 classifiers. 
C. Directed Acyclic Graph (DAG): 
The DAGSVM algorithm for training an N(N-1)/2 classifiers is 
same as OaO. In the testing part, the algorithm depends on rooted 
binary directed acyclic graph to make a decision. So the 
classification of the DAG is usually faster than OaO. 
D. Binary Decision Tree (BDT):  
BDT technique uses multiple SVMs arranged in a binary tree 
structure. SVM in each node of the tree is trained using two of the 
classes. In this architecture, N-1 SVM needed to be trained for N 
Class problem, but it only needs to test ݈݃݋ଶܰ SVMs to classify a 
sample. This lead to an impressive improvement in recognition 
speed when addressing problems with big number of classes.. 
 

IV. CONSTRUCT BINARY DECISION TREE: 
In APBDT-SVM, we use the BDT multiclass technique 
[12][13][14]. It is a simple and yet elegant approach. The BDT is 
based on recursive dividing the classes into two disjoint groups in 
every node of the decision tree. The structure of decision tree can 
be determined by measuring the separability between the classes. 
Euclidean, weighted Euclidean distance, Mahalanobis and 
Manhattan distance could be used for separability measures. We 
apply the Euclidean distance as the similarity measures between 
the class gravity center. 

To build a binary decision tree, first start by dividing the 
classes into two disjoint group g1 and g2 as shown in Figure 1. 
This is done by calculating the N gravity center for N different 
classes and measuring the distance between the gravity center of 
all classes. Let the ݊௜ denote the total number of ݅௧௛ class patterns 
 ௜ where i=1,2.........l. The center point of ݅௧௛ class is calculatedݔ
using the following equation: 

ܿ௜ ൌ
∑ ௠௜௡ݔ
௠ୀଵ

݊௜
 

Separability measures are used to calculate the distance between 
݅௧௛ class and ݆௧௛ class patterns. Here Euclidean distance is used as 
separability measures. Then the Euclidean distance between the 
݅௧௛ class and ݆௧௛ class  patterns are calculated using the following 
equations: 

݀௜௝ ൌ ටሺܿ௜ െ ௝ܿሻଶ 

The two classes, that have maximum Euclidean distance are 
assigned to each of the two groups. After that, the class with the 
minimum distance from one of the group assign to the 
corresponding group, it is done for all classes. The classes from 
the first group are assigned to left sub-tree and the classes to the 
second group are assigned to the right subtree. These processes 
are continuing by dividing each of the groups to its subgroup, 
until they achieved only one class per group which sets as a leaf in 
the decision tree. 
 
 

 
 

 
 
 
 
 

 
 
 
 

 
Figure 1: BDT for classification of 6 classes from 1 to 6 

 
 
V. PROBABILISTIC SUPPORT VECTOR MACHINE: 
SVM only gives a class prediction output that will be either +1 or 
-1. There are several approaches have been proposed in order to 
extract associated probabilities from SVM output. We will be 
focused on platt‘s[10] approach. He has composed a sigmoid 
function between the output f(x) of SVM and the probability of 
membership p(y=i|x) to a class i, specified by the attribute x.  
Sigmoid function can be expressed as: 

ݕሺ݌ ൌ 1|݂ሺݔሻ ൌ
1

1 ൅	݁௔௙ሺ௫ሻା௕
 

Where ܽ and ܾ are parameters evaluated from the minimization of 
the negative log-likelihood function [6] 

݉݅݊ 							െ෍ݐ௜ ݃݋݈ ሻ൯ݔ൫݂ሺ݌ ൅ ሺ1 െ ௜ሻݐ ሺ1݃݋݈ െ ሻሻሻݔሺ݂ሺ݌
௜

 

And ݐ௜ is the new label of the classes. The probability of correct 
label can be deduced by applying the following formula. The 
estimate of target probability of positive and negative examples is, 

ାݐ ൌ
ܰା ൅ 1

ାܰ ൅ 	2
ିݐ																					 ൌ

1

ିܰ ൅ 2
 

Where N+ and N- are the number of points that belongs to class 1 
and class 2 respectively. 
 
VI. ADVANCED PROBABILISTIC BINARY 

DECISION TREE USING SVM: 
Advanced Probabilistic Binary Decision Tree using Support 
Vector Machine (APBDT-SVM) is new and an original approach 
to the multiclass classification problem. This method is a 
combination of the Binary Decision Tree (BDT) and Probabilistic 
output of SVM. In this algorithm SVM classifier associated with a 
sigmoid function (PSVM) is used to estimate the probability of 
membership to each sub-group in the node. APBDT-SVM takes 
the advantage of both the highest classification accuracy of SVM 
and the efficient computation of the tree architecture.  
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Figure 2: Advanced Probabilistic Binary Decision Tree using 
SVM 

APBDT-SVM is based on recursively dividing the classes into 
two groups in every node of the Binary Decision Tree and training 
an SVM associate with sigmoid function i.e. Probabilistic SVM 
decides the assignment of the incoming unknown sample. The 
hierarchy of binary decision subtask as described above should be 
carefully designed before the training of each PSVM classifier. It 
is critical to have proper grouping for good performance of 
APBDT-SVM. 
Here the unique probability function is employed for a trained 
tree, to get to a leaf node 

ݕሺ݌ ൌ ሻݔ|݅ ൌෑ݌௡௢ௗ௘ሺ݄, ݈ሻ

௟௘௔௙

௛ୀଵ

 

h is the level of the tree and h=1 is the root node. This expressly 
state that the probability of membership of an element to the class 
i is calculated as the product of the probabilities of the decisions 
adopted in all the nodes visited until arriving to the leaf. 
,ሺ݄݁݀݋݊ ݈ሻ means that l node in the h level. Once the tree builds, 
we will have the probability function, one for each class. When 
classifying unknown cases we would simply evaluate the 
probability function and then choose the class with the highest 
score. 
 
A. Algorithm of Advance Probabilistic Binary Decision Tree 

using SVM: 
We can understand the complete proposed work through these 
steps: 
Step 1: Training phase 
   Inputs: Training set 
   Outputs: Probabilistic functions (one for each class) 

1. Construct a binary decision tree. 
a. Calculate N gravity center for N different classes. 
b. Calculate Euclidean distance between two class’s 

gravity centers. 
c. Let classes ܥ௜ and ܥ௝ have maximum Euclidean 

distance. The two classes which have maximum 
Euclidean distance assign in two different groups 
g1 and g2. 

d. Classes which have minimum Euclidean distance 
with ܥ௜ Compared to ܥ௝ assign in g1, otherwise 
assign in g2. 

e. Go to next step if there is one class per group. 
Otherwise, repeat step c and d  
 

2. Train an SVM classifier for each node of the decision 
tree. 
a. Calculate the hyper plane that separates the classes. 
b. If Separated classes are plural class, go to step a  
c. Else, go to the next step.  

3. Fit sigmoid function to every SVM classifier trained in 
Step 2. Obtaining a probability function for the node. 

4. For each leaf, probability function should be transverse 
all the corners. 

End step 1 
 
Step 2: Testing phase 
Input: An unclassified example x 
Output: Records of recommended classes and their corresponding 

probability 
1. Estimate all the probability functions for the new 

unclassified example, using step 1 (3-4). 
2. Organize the classes corresponding to the probabilities. 

End step 2 
 

VII. EXPERIMENTAL EVALUATION: 
On the basis of the above explained theory about the APBDT-
SVM technique and different approaches for the multiclass 
classification, we perform the experimental work on these 
algorithms. These sections describe experimental works, datasets 
and obtained results on the algorithms. The classification 
algorithms were coded in standard MATLAB tool R2013a for 
performing the experiment. The operation is quantified by taking 
standard dataset from the UCI Machine Learning Repository [15] 
in different characteristics of Real, Categorical and Integer dataset 
having different number of instances, attribute and different 
number of classes. 
 

Table 1: dataset description 

 
 
Here separate the datasets into three categories small, medium and 
large, supported the number of classes and instances. These 
datasets are described in table 1. The dataset taken are Iris, wine 
and Ecoli in the small category, Movement Libra and balance in 
the medium category and at the last Yeast, Thyroid and Satellite 
in the large category based on number of classes. In our 
experiments, five different multiclass methods OaO, OaA, DAG, 
BDT, and APBDT were addressed. To determine the effectiveness 
of our proposed APBDT-SVM method, we compare the results 
obtained by the APBDT-SVM methods with OaO, OaA, DAG 
and BDT methods. Here SVM with Gaussian kernel are used for 
solving the binary classification problem. 
 
Performance of classifiers is evaluated in terms of classification 
accuracy, training time and testing time on each data set. Table 2 
through Table 4 depicts the outcomes of experiments employing 
by the data sets. Table 2 and Table 3 shows, training time and 
testing time of different multiclass methods, measured in second. 
Table 4 shows an accuracy result of the different multiclass 
method applied on each of the data sets.  
 

 
 
 

ݕሺ݌ ൌ ሻݔ|1 ൌ  ௡௢ௗ௘ሺ3,1ሻ݌

Class j Class i 

ݕሺ݌ ൌ ሻݔ|1 ൌ  ௡௢ௗ௘ሺ2,1ሻ݌
ݕሺ݌ ൌ െ1|ݔሻ ൌ ௡௢ௗ௘ሺ2,2ሻ݌

ݕሺ݌ ൌ ሻݔ|1 ൌ ௡௢ௗ௘ሺ3,2ሻ݌

x

PSVM PSVM 

PSVM 

Anita Meshram et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 6 (2) , 2015, 1660-1664

www.ijcsit.com 1662



Table 2: Training time of each multi class method (measured in 
seconds) for each dataset 

 
 

Table 3: Testing times of each multi class method (measured in 
seconds) for every dataset 

 
 

Table 4: Classification Accuracy (measured in %) of each 
multiclass method for every dataset 

 
 
In Table 1, 2 and 3, results and performance of the multiclass 
methods are shown. It is possible to observe that getting an 
improving result with large number of classes, especially with the 
large dataset satellite, yeast & thyroid. This means APBDT-SVM 
has the achieving result in training, testing and accuracy in all 
aspects. The table 4 shows the accuracy results where APBDT 
having maximum classification accuracy compared to the other 
multiclass classification method. The table 5 and figure 3 
illustrates the mean of classification accuracy of the multiclass 
methods (OaO, OaA, DAG, BDT, APBDT ).  

 
Table 5: Mean Accuracy of all the multiclass methods 

 APBDT BDT OAO OAA DAG 
Mean 
Accuracy 

93.7722 73.2564 76.8295 76.4971 91.1425 

 
 
 

VIII. CONCLUSION AND FUTURE WORK: 
The APBDT-SVM is providing better multiclass classification 
performance. Utilizing a decision tree architecture with a 
probabilistic output of SVM takes much less computation for 
deciding that in which class unknown sample is placed. Here 
proposed a new and original technique that combines Binary 
Decision Tree and SVM associate with a sigmoid 
function(PSVM) to estimate the probability of membership to 
each sub-groups. Probabilistic function for each leaf are built after 
traversing each nodes and leaves. It is critical to have proper 
structuring for the better performance of APBDT-SVM. After 
analyzing other multiclass methods like OaO, OaA, BDT and 
DAG we conclude that APBDT-SVM provides better 
classification accuracy. APBDT-SVM also provides better result 
in training and testing time compare to other multiclass methods. 
The result shows that APBDT is accurate and efficient method as 
an other multiclass method. APBDT-SVM lead to a dramatic 
improvement in recognition speed when addressing problems with 
maximum number of classes. 
 
 APBDT algorithm will be further used in various 
classifications of the data on various aspects. This algorithm will 
be applied in any application field where the performance of 
APBDT-SVM are tested in view of the size of the databases and 
the difficulties that it implies for processing them. 
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